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Abstract - this research paper highlights the importance of content based and collaborative filtering to suggest item for the customer such as 
which movie to watch or what music to listen. Recommendation system plays an important in increasing sale of the product, customer 
satisfaction, increase sale of diverse product etc.  
In order to increase sale of the product, every organization concern with increase the new customer and retain the existing customer with the 
organization. Traditional business had limitation of geographical location, but with the new era business spread all over the world. With the 
help of technological innovation e-business grows rapidly. Customer purchase the item using online store, the only limitation is to search the 
item in the store on its own; no helping hand available online, in this scenario product recommender system is very useful. 
 
Index Terms— Content, Collaborative Filtering, Ranking, Similarity, cluster, Rating.   

——————————      —————————— 
 

I. OVERVIEW OF PROPOSED SYSTEM 

Recommender system techniques are classified into 
three categories: content based, collaborative and hybrid 
approaches. Content based approach recommends items 
similar to the user preferred in the past. Collaborative 
filtering approach suggests items that users with similar 
preferences have liked in the past. Hybrid approach can 
combine both content based and collaborative filtering 
approaches. The proposed system uses hybrid approach. 
Generally recommender system performs the following two 
tasks while providing recommendations to each user. First, 
the ratings of unrated items are predicted based on the 
available information using some recommendation algorithm. 
And second, the system finds items that maximize the user’s 
utility based on the predicted ratings, and recommends them 
to the user. 
Item based collaborative filtering technique 
 This technique uses the set of items the active user 
has rated and computes the similarity between these items 
and target item i and then selects N most similar items 
{i1,i2,…,iN}. Item’s corresponding similarities also 
{si1,si2,…,sin} are also computed. Using the most similar items, 
the prediction is computed. 
Item similarity computation   
1. Similarity computation between two items i (target item) 

and j is to first find the users who have rated both of 
these items. 

2. There are number of different ways to compute 
similarity. The proposed system uses adjusted cosine 
similarity method which is more beneficial due to the 
subtracting the corresponding user average from each co-
rated pair. Similarity between items i and j. 

 

II. RELATED WORK 
Adomavicius G., Y. Kwon proposed, a number of item 
ranking techniques. These ranking techniques can generate 
suggestions that have higher aggregate diversity for all users 
while maintaining the recommendation accuracy. In this 
proposed approach they have considered additional factors, 
such as item popularity, when ranking the recommendation 
list to increase recommendation diversity with minimum 
accuracy loss. These studies say that the recommendation’s 
quality can be computed along a number of dimensions, and 
only the accuracy of recommendations is not sufficient to find 
the most appropriate items for each user. One of the goals of 
recommender systems is to provide more diverse 
recommendations [6]. 
A. Ghose, and P. Ipeirotis proposed two ranking 
mechanisms for ranking product reviews: a consumer-
oriented ranking mechanism ranks the reviews according to 
their expected helpfulness, and a manufacturer-oriented 
ranking mechanism ranks the reviews according to their 
expected effect on sales. Ranking mechanism combines 
econometric analysis with text mining techniques in general, 
and with subjectivity analysis in particular. To decide 
whether to buy a product, consumer as expected attracts to 
reading reviews. However, for a single product the more 
number of reviews are typically published makes it difficult 
for individuals to find the best reviews and realize the true 
quality of a product based on the reviews. Similarly, the 
manufacturer of a product needs to identify the reviews that 
control the customer base, and examine the content of these 
reviews. They showed that subjectivity analysis can give 
useful information about the helpfulness or benefit of a 
review and about its impact on sales. Their results can have a 
number of implications for the market design of online 
opinion forums [7]. 
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Neal Lathiax Showed that temporal diversity is an important 
criterion for quality of recommender systems, by showing 
how CF data changes over time and performing a user 
survey. Then they evaluated three CF algorithms from the 
point of view of the diversity in the sequence of 
recommendation lists they produce over time and examine 
how a number of characteristics of user rating patterns affect 
diversity. They then proposed and evaluated set methods that 
maximize temporal recommendation diversity without 
extensively penalizing accuracy. However, current evaluation 
techniques pay no attention to the fact that users continue to 
rate items over time: the temporal characteristics of the 
system's top-N recommendations are not investigated. In 
particular, it is useless of measuring the extent that the same 
items are being recommended to users over and over again 
[8]. 
 
III. PROPOSED WORK 

The system is to increase the diversity of 
recommendations with only a negligible accuracy loss as well 
as recommend a sequence of items instead of a single 
recommendation and use consumer-oriented or manufacturer 
oriented ranking mechanisms.  

While measuring recommendation quality, only 
accuracy is not sufficient. Therefore, using the item ratings 
and user profiles, recommender system has been proposed to 
provide diverse recommendations. The system algorithm 
derive recommendation using similarity computation, system 
predicted rating estimation, implementation of rank 
generation, item sequence generation, and implementation of 
consumer or manufacturer oriented ranking mechanism. The 
system proposes following steps: 
1. It is necessary to estimate ratings for the items that have 

not been seen by a user. For recommender system, 
collaborative filtering, content based approaches will be 
used. In collaborative filtering approach, First system will 
compute the similarity between target item and other 
items using adjusted cosine similarity method. Thus, 
system will get most similar items with target item. 
System-predicted ratings i.e. unknown ratings for item 
will be calculated by weighted sum technique using 
previously calculated similarity computation results. 
In content-based approach, recommend items similar to 
those that a user liked in the past. Target item will be 
compared with items previously rated by the user. The 
profile of user contains tastes and preferences of this user. 
Cosine similarity method will be used to estimate rating 
of item by comparing user preferences present in user 
profile and item features that are represented as item 

attributes in item profile. Finally, we will combine the 
outputs obtained from both approaches i.e. collaborative 
filtering and content based approaches. 

2. 2.Using item popularity-based parameterized ranking 
approach, ranks will be generated for items based on 
their popularity. User will get recommended list of top-N 
items. Recommendations will increase recommendation 
diversity while maintaining the accuracy.   

3. 3. A consumer-oriented ranking mechanism  will rank 
the reviews according to their expected helpfulness and a 
manufacturer-oriented ranking mechanism will rank the 
reviews according to their expected effect on sales with 
the help of text mining techniques examine the actual text 
of the review to identify which review is expected to have 
the most impact on sales.  

Item similarity computation   
3. Similarity computation between two items i (target item) and 

j is to first find the users who have rated both of these items. 
4. There are number of different ways to compute similarity. 

The proposed system uses adjusted cosine similarity method 
which is more beneficial due to the subtracting the 
corresponding user average from each co-rated pair. 
Similarity between items i and j is given by [13]: 

 
Similarity table  

 
Similarity in desending order table 
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A. Prediction computation 
 To obtain the predictions weighted sum approach is 
used. 
1. Weighted sum computes the prediction on an item i for a 

user u by computing the sum of ratings given by the user 
on the items similar to i. Each ratings is weighted by the 
corresponding similarity si,j   between items i and j. 

2. That weighted sum is scaled by sum of the similarity 
terms to make sure the prediction is within the 
predefined range. Prediction on an item i for user u is 
given by [13]: 

 
 
1st Select top 5 values from des_similarity table Implement 
above formula and calculate predication  
Thise is prediction table  

 

End collabirity algo. 
B. Algorithm for item ranking 

Predicted unknown ratings, calculated in previous 
steps, are used for item ranking 

1. Ratings of items are integers between 1 and 5, where high 
value represents most liked item. Thus items greater than 3.5 
rating as highly ranked i.e. threshold for high ratings(TH). 

2. According to standard ranking method, predicted rating 
value is used as ranking criteria. Rank of item i is equal to its 
predicted rating value as follows [1]: 

 
Where R*(u, i) = P(u, i).  

3. According to item popularity based ranking method, item 
ranking is based on their popularity from lowest to highest. 
Popularity is represented by number of known ratings that 
each item has. Rank of item i is as follows [1]: 

 
a. In proposed ranking method, ranking threshold concept is 

used. Ranking threshold TR  [TH, Tmax] where Tmax is highest 
possible rating i.e. Tmax =5. TR allows to user to choose a 
certain level of recommendation accuracy. Using standard 
ranking and Item popularity ranking methods, Item 
popularity based parameterized ranking method for item i 
with ranking threshold TR is given by [1], 

 
   Where X=Itempop. 
Calculate rank :table 
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Calculate alpha(u) 
In rank_show table after implement rank formula add title of 
specific movie 

 
End rank algo 
C. Content based technique 
 In content based technique, recommender system 
suggests items to the user preferred in the past. The utility 
u(c,s) i.e. rating for user u of item s is estimated based on the 
utilities assigned by user c to items ‘si’  S (set of all items) 
similar to item s. Only the movies with high degree of 
similarity to user’s preferences are would get recommended.  
1. Item profile i.e. movie information table contains set of 

genres or keywords for characterizing item. User profile 
i.e. user information table contains taste and preferences 
of user. User preferences are obtained by previously 
rated items by that user. 

2. To specify keyword weights, term frequency- inverse 
document frequency (TF-IDF) weighting measure can be 
used. N is the total number of items that can be 
recommended to users and keyword ki appears in ni of 
them. fi,j  is number of times keyword ki appears for item 
ij or user uj [11]. 

a. The term frequency of keyword ki in item ij or user uj is 
defined as  

 
where maximum is computed over the frequencies fz,j  of all 
keywords kz that appear in the item ij or user uj.  

abow formula implement and   save value to TF_keyword 
table 

 

 

 
b. The inverse document frequency for keyword ki is defined as 

 
c. Thus the TF-IDF weight for keyword ki in item ij or user uj is 

defined as 

 
 

 
 

3. Utility for user c to item s  i.e. u(c, s) is estimated using cosine 
similarity measure[11] as follows 

 
Where K is total number of keywords.  
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Desending order utility,Arrange desending order utility, Get 
top 5 values and insert title of movie to the uti_show table 
 

 
4. Items that have higher utilities with user’s preferences 

will be recommended to user. 
D. Item sequence generation technique 
 Each time when user visits shop, new list of 
recommended items is generated using user’s past history. 
Markov Chain (MC) model can be used to predict the user’s 
next preference based on the last sequential data. So 
transition matrix is estimated to get probability of buying an 
item based on last purchases of user. 
1. Markov chain is stochastic process that undergoes 

transitions from one state to another where next state is 
only dependent on current state. 

2. States in MC model represent the previous choices made 
by user. Thus set of states contains all possible sequences 
of user selections. Only sequences of at most k items can 
be considered to reduce state space size. Sequences are 
represented as <x1,…,xk> which denote state in which last 
k selected items i.e. x1,…,xk by user are present. 

3. The transition function shows the probability that a user 
with k recent selections x1, x2, …, xk will select item x’ 
next. tr( < x1, x2,…,xk>, <x2, …, xk, x’> is given by [9], 

 
Where count(< x1, x2,…,xk>) is number of items x1,…,xk 

sequence was observed in data set. 

 
IV. CONCLUSION 

Proposed recommendation technique which is based on 
content. Item popularity based parameterized ranking 
technique will ranks the items such that recommendation 
accuracy will be maintained and the diversity will be 
increased. Quality of recommendations will be improved 
using consumer/ manufacturer oriented ranking and item 
sequence generation techniques. 
There are number of advantages of these systems due to 
which service providers may want to use this technology: 

• Numbers of items sale will be increase: As compared to the 
number of items usually sold without any recommendation, 
recommender system is able to sell additional set of items. 
This is because of recommended items are as per the user’s 
needs and wants. 

• User satisfaction will be increase: User will find 
recommendations are interesting, useful and efficient. This 
system can also improve the experience of user. 

• Sale of diverse items: This system is helpful to user to select 
the items that might be hard to find without using the 
recommendations. 

• Better understanding of what the user wants: Recommender 
system uses user’s preferences either collected explicitly from 
user profiles or predicted by system. This system uses this 
knowledge to improve the suggestions.   
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